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Abstract

Sparseness of user item rating data affects the
quality of recommender systems. To solve
this problem, many approaches have been pro-
posed. They added supplemental information
to increase the accuracy. We propose a rec-
ommendation model namely attention matrix
factorization (AMF) that integrates attention
mechanism of the both item reviews document
and item genre information into probabilis-
tic matrix factorization (PMF). Consequently,
AMF attends features which are mentioned in
item reviews document and further increases
the rating prediction accuracy by adding item
genre information. Our experiments on the
Movielens and Amazon instant video datasets
show that AMF outperforms the previous tra-
ditional recommendation systems. This re-
veals that our model can capture subtle fea-
tures of item reviews although the rating data
is sparse.

1 Introduction

The sparseness of item rating is still a challenge
for recommender systems. Eventually, this problem
affects the rating prediction accuracy of traditional
collaborative filtering (CF) approaches (Adomavi-
cius and Tuzhilin, 2005; Herlocker et al., 2004).
Recently, to improve the accuracy, several meth-
ods are proposed such as Latent Dirichlet Alloca-
tion (LDA) and Stacked Denoising AutoEncoder
(SDAE). These approaches added item description
information such as reviews, abstracts or synopes
(Ling et al., 2014; McAuley and Leskovec, 2013;
Wang and Blei, 2011; Wang et al., 2015).

Wang et al. have proposed collaborative topic re-
gression (CTR) method which unites Latent Dirich-
let Allocation (LDA) and collaborative filtering (CF)
in a probabilistic approach (Wang and Blei, 2011).
The author also proposed collaborative deep learn-
ing (CDL) which integrates Stacked Denoising Au-
toEncoder (SDAE) into probabilistic matrix fac-
torization (PMF) (Salakhutdinov and Mnih, 2008;
Wang et al., 2015). Variants of CTR were integrated
with topic modeling (LDA) into collaborative filter-
ing to analyze item description with different ap-
proaches (Ling et al., 2014; McAuley and Leskovec,
2013). However, the integrated models do not fully
capture document information.

In order to overcome the issue, Donghyun Kim et
al. have proposed ConvMF (Kim et al., 2016) which
uses item reviews document in CNN model and fur-
ther enhances the rating prediction accuracy. How-
ever, it does not mention another information such
as item genre information. It also does not capture
attended features of item reviews document.

The most recently, the combination between deep
learning methods with CF and content-based filter-
ing methods is also proposed. Yu Liu et al. have
proposed a novel deep hybrid recommender system
framework based on auto-encoders (DHA-RS) by
integrating user and item side information to con-
struct a hybrid recommender system and enhance
performance (Liu et al., 2018). The author has pro-
posed two models based on the DHA-RS frame-
work which integrates user and item side informa-
tion. Libo Zhang et al. have proposed a model com-
bining a CF algorithm with deep learning technol-
ogy (Zhang et al., 2018). This approach uses a fea-
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ture representation method based on a quadric poly-
nomial regression model, which obtains the latent
features more accurately by improving upon the tra-
ditional matrix factorization algorithm. These latent
features are regarded as the input data of the deep
neural network model, which is the second part of
the proposed model and is used to predict the rating
scores.

In this paper, we propose attention matrix fac-
torization (AMF) model which integrates attention
mechanism into probabilistic matrix factorization.
Our model is different from previous approaches.
We use attention mechanism which uses the both
item reviews and item genre information to enhance
rating prediction accuracy and attend features which
are mentioned in item reviews information. For ex-
ample, we have item reviews document and item
genre as follows.

Item reviews: He license to kill bond race to rus-
sia in search of the stolen access code.

Item Genre1: GoldenEye (1995)::Action, Adven-
ture, Thriller

By adding item genre: Action, Adventure,
Thriller, our AMF model captures attended features
such as license, kill, stolen which are mentioned
from item reviews document. Our contributions are
summarized as follows.

• We propose an attention matrix factorization
model which exploits ratings, item reviews
documents and item genre information.

• We extensively demonstrate that AMF is a
combination of PMF with attention mechanism
on three datasets with more effective features
representation.

• We conduct different experiments and show
that AMF can facilitate the data sparsity prob-
lem in CF.

The rest of the paper is described as follows. Sec-
tion 2 reviews preliminaries on the CF technique and
attention neural network. Section 3 describes the
AMF model and optimization method. Experimen-
tal results and evaluation AMF are presented in Sec-
tion 4. Finally, we present our conclusion in Section
5.

1http://www.imdb.com/

2 Our baseline

In this section, we shortly describe the most com-
mon CF technique that is Matrix Factorization (MF)
and attention network.

2.1 Matrix Factorization

Matrix factorization is one of the most popular meth-
ods in CF (Koren et al., 2009). Generally, MF
model can learn low-rank representations (i.e., la-
tent factors) of users and items in the user-item ma-
trix, which are further used to predict new ratings
between users and items. Assume that: N is a set of
users; M is a set of items, and R is a rating matrix
of users for items (R ∈ RN×M ). MF discovers the
k-dimensional models, which is the latent models of
user ui (ui ∈ Rk) and item vj (vj ∈ Rk). The rat-
ing rij of user i on item j can be approximated by
equation: rij ≈ r̂ij = ui

T vj . The loss function L is
calculated by equation as below.

L =
N∑
i

M∑
j

fij(rij − uiT vj)2 + λu

N∑
i

‖ ui ‖2

+ λv

M∑
j

‖ vj ‖2

(1)
Where fij = 1 if user ui rated vj ; otherwise,

fij = 0

2.2 Attention neural network

Parikh et al., proposed decomposable attention
model for Natural Language Inference (Parikh et al.,
2016). Inputs are two phrases represented as a se-
quence of word embedding vectors a = (a1, ..., ala)
and b = (b1, ..., blb). The goal of attention model
is to estimate a probability that two phrases are in
entailment or contradiction to each other. The core
model architecture is to compose of three steps: 1)
attention for generating soft-aligned to the second
sentence, 2) comparison for comparing soft-aligned
sentence matrices, 3) aggregation for column-wise
sum over the output of the comparison step so that
we obtain a fixed-size representation of every sen-
tence.
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Figure 1: AMF architecture: PMF in left (dotted black);
Attention neural architecture part in right (dashed red)

3 Attention mechanism for MF

In this section, we introduce our attention matrix
factorization (AMF), following 3 steps: 1) We de-
scribe the probabilistic model of AMF, and intro-
duce the main idea to combine PMF and attention
mechanism in order to use ratings, item reviews doc-
uments and item genre information. 2) We describe
the architecture of our attention mechanism, that
generates document latent model by analyzing item
reviews document and item genre. 3) We explain
how to optimize our AMF.

3.1 Probabilistic Model of AMF
Our AMF is described in Figure 1, that combines an
attention mechanism and PMF model. This part is
cited from previous research in (Kim et al., 2016).
The conditional distribution over observed ratings is
given by

ρ(R|U, V, σ2) =

N∏
i

M∏
j

N (rij |uiT vj , σ2)fij (2)

N (x|µ, σ2) is the Gaussian normal distribution with
mean µ and variance σ2, and fij is described in Sec-
tion 2.1. The item latent model is given below.

vj = att+(W+, Xi) + εj (3)

εj = N (0, σ2V f)) (4)

Where att+() represents the output of attention ar-
chitecture; Xi representing the document of item i
and epsilon variable as Gaussian noise. For each
weight wk

+ in W+, we set zero-mean spherical
Gaussian prior.

ρ(W+|σ2W+) =
∏
k

N (wk
+|0, σ2W+) (5)

Figure 2: Our Attention neural architecture for AMF

ρ(V |W+, Xσ2V ) =
M∏
j

N (vj |att+(W+, Xj), σ
2
V f)

(6)
where X is the set of item reviews.

3.2 Attention mechanism of AMF
In this paper, our attention mechanism uses item re-
views and item genre information. Figure 2 intro-
duces our attention architecture that consists of 4
layers described as follows.

Input of our model is both items reviews docu-
ment of user for item, and item genre information.

1) Embedding Layer.
This layer is to convert a raw document into a vec-

tor. For example, we have a document with num-
ber of words is l, then we can concatenate a vector
of each word into a matrix in accordance with the
sequence of words. The word vectors are initial-
ized with pre-trained word embedding model such
as Glove (Pennington et al., 2014). Then, the docu-
ment matrix D ∈ Rq×l can be visualized as follow:w11 · · · w1i · · · w1l

...
. . .

...
. . .

...
wq1 · · · wqi · · · wql

 (7)

in which q is the dimension of word embedding and
w[1 : q, i] represents raw word i in the document.

2) Attention Layer.
Our attention layer is cited from previous reseach

in (Parikh et al., 2016). Let a = (a1, ..., ala) and
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b = (b1, ..., blb) are the two inputs of item review
and item genre with length la and lb, respectively.
Each ai, bj ∈ Rd is a word embedding vector of di-
mension d. Our attention mechanism is followed by
three steps below.

a) Attend.
We first obtain unnormalized attention weights

eij , computed by a function F ′, which decomposes
as:

eij := F ′(āi, b̄j) := F (āi)
TF (b̄j). (8)

Where ā := a and b̄ := b. We take F to be a feed-
forward neural network with ReLU activation func-
tion (Glorot et al., 2011). These attention weights
are normalized as follows:

βi :=
lb∑

j=1

exp(eij)∑lb
k=1 exp(eik)

b̄j , (9)

αj :=
la∑
i=1

exp(eij)∑la
k=1 exp(ekj)

āi, (10)

βi is the subphrase in b̄ that is (softly) aligned to
āi and vice versa for αj .

b) Compare.
Next, we separately compare the aligned phrases
{(āi), βi}lai=1 and {(b̄j), αi}

lb
j=1 using a function G.

v1,i := G([āi, βi]);∀i ∈ [1, ..., la], (11)

v2,j := G([b̄j , αi]);∀j ∈ [1, ..., lb]. (12)

where the brackets [., .] denote concatenation.
Thus G can jointly take into account both āi, and
βi.

c) Aggregate.
Finally, we now have two sets of comparison vec-

tors {v1,i}lai=1 and {v2,j}lbj=1. We first aggregate over
each set by summation:

v1 =
la∑
i=1

v1,i; v2 =
lb∑

j=1

v2,j . (13)

and feed the result through a final classifier H , that
is a feed forward network followed by a linear layer:

ŷ = H([v1, v2]), (14)

where ŷ ∈ RCrepresents the predicted (unnormal-
ized) scores for each class and consequently the pre-
dicted class is given by ŷ = argmaxxiŷi.

3) Pooling Layer.
The pooling layer extracts representative features

from the attention layer, and also deals with vari-
able lengths of documents via pooling operation that
constructs a fixed-length feature vector. After the at-
tention layer, a document is represented as nc con-
textual feature vectors. However, such representa-
tion has two problems: 1) there are some contextual
features might not help enhance the performance, 2)
the length of contextual feature vectors varies, which
makes it difficult to construct the following layers.
Therefore, we utilize max-pooling, which reduces
the representation of a document into a nc fixed-
length vector by extracting only the maximum con-
textual feature from each contextual feature vector
as follows.

df = [max(c1),max(c2), · · · ,max(cj), · · · ,max(cnc)]

(15)

where cj is a contextual feature vector of length l −
ws+ 1 extracted by jth shared weight W j

c .
4) Output Layer.
From output layer, the high-level features are ex-

tracted. A document latent vector is generated by
equation as below.

s = tanh(Wf2{tanh(Wf1df + bf1}+ bf2) (16)

where Wf1 is projection matrices (Wf1 ∈ Rf×f );
bf1 and bf2 are a bias vector of Wf1 ,Wf2 with s ∈
Rk (bf1 ∈ Rf , bf2 ∈ Rk). Our Attention architecture
becomes a function that exports a document latent
vectors sj of item j:

sj = att+(W+, Xj) (17)

whereW+ denotes all the weight and bias variables;
and Xj denotes a raw document of item j.

3.3 Optimization Methodology

Our optimization is based on previous research in
(Kim et al., 2016). We utilize maximum a posteri-
ori estimation to optimize the variables of attention.
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The optimization function L is given below.

L(U, V,W+) =
N∑
i

M∑
j

fij

2
(rij − uiT vj)2

+
λU

2

N∑
i

‖ ui ‖2 +
λV

2

M∑
j

‖ vj − att+(W+, Xj) ‖2

+
λW+

2

|wk
+|∑

k

‖ wk
+ ‖2

(18)

where λU = σ2/σ2U , λV = σ2/σ2V , and
λW+ = σ2/σ2W+ .

The optimal solution of U (or V ) is given by
equations below.

ui ← (V IiV
T + λUIK)−1V Ri (19)

vi ← (UIjU
T +λV IK)−1(URj +λV att

+(W,Xj))
(20)

where Ii is a diagonal matrix with Iij , j =
1, ...,M and Ri is a vector with (rij)Mj=1 for user
i. For item j, Ij and Rj are similarly defined as Ii
and Ri, respectively.
L is interpreted as a squared error function with

L2 regularized terms as follows.

ε(W+) =
λV

2

M∑
j

‖ vj − att+(W+, Xj) ‖
2
+

λW+

2

|wk
+|∑

k

‖ wk
+ ‖2 + const

(21)

The back propagation algorithm is used to opti-
mize W+. Finally, the prediction of unknown rat-
ings of users on items is given by equation below.

rij = E[rij |uiT vj , σ2] = ui
T vj

= ui
T (att+(W+, Xj) + εj)

(22)

Recall that vj = att+(W+, Xj) + εj

4 Experiment

In this part, we evaluate our AMF and compare with
four start-of-the-art algorithms.

4.1 Experimental Setting

1) Datasets.
To evaluate rating prediction of our models, we

used the MovieLens datasets2 (ML) and Ama-
zon Instant Video3 (AIV). Each dataset contains
user’s ratings on items. Each rating value is 1-
5. AIV dataset has item reviews and item de-
scriptions. For ML data, we obtained item re-
views of corresponding items from imdb site4. For
the genre information, we extract from the item
files (* movies.dat) (i.e., itemID :: itemtitle ::
genre1|genre2|genre3|...).

We also pre-processed item reviews documents
for all datasets similar to previous approaches (Wang
and Blei, 2011; Wang et al., 2015). We removed
users and items that have less than 3 ratings and do
not have their description documents. Table 1 shows
the statistics of each dataset. We see that even when
several users are removed by preprocessing, AIV is
still sparse compared with the ML dataset.

2) Baselines.
We compared our AMF model with two previous

methods, which are PMF (Salakhutdinov and Mnih,
2008), CTR (Wang and Blei, 2011) as well as two
deep learning methods, which are CDL (Wang et al.,
2015) and ConvMF (Kim et al., 2016).

3) Evaluation Metrics.
To evaluate the performance of each model, we

randomly divided each dataset into three sets: 10%
for test, 10% for validation and 80% for training.
The training set contains at least one ratings on each
user and item so that PMF deals with all users and
items. Since our purpose is to conduct rating predic-
tion, we use root mean squared error (RMSE) as the
evaluation metrics.

RMSE =

√∑N,M
i,j (rij − r̂ij)2

# of ratings
(23)

4) Parameter Settings.
We set the training data with different percent-

age (20%, 40%, 80%). For the latent dimension of
U and V , we set 50 according to previous work in
(Wang et al., 2015) and initialized U , V randomly

2https://grouplens.org/datasets/movielens/
3http://jmcauley.ucsd.edu/data/amazon/
4http://www.imdb.com/
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Dataset Item information Genre information # Users # Items # Ratings Density
ML-1m Item reviews Item genre 6,040 3,544 993,482 4.641%
ML-10m Item reviews Item genre 69,878 10,073 9,945,875 1.413%

AIV Item reviews Item genre 29,757 15,149 135,188 0.030%

Table 1: Data statistic on three real-world datasets

ML-1m ML-10m AIV
Model λU λV λU λV λU λV
PMF 0.01 10000 10 100 0.1 0.1
CTR 100 1 10 100 10 0.1
CDL 10 100 100 10 0.1 100
ConvMF 100 10 10 100 1 100
AMF 10 60 10 60 1 60

Table 2: Parameter Setting of λU and λV

Model ML-1m ML-10m AIV
PMF 0.8961 0.8312 1.412
CTR 0.8968 0.8276 1.552
CDL 0.8876 0.8176 1.3694
ConvMF 0.8578 0.7995 1.209
AMF 0.8359 0.7834 1.106
Improvement 2.19% 1.61% 10.3%

Table 3: RMSE

from 0 to 1. The best performance values of param-
eters λU , λV of each model are described in Table
2.

4.2 Experimental Results

1) Evaluate Results.
Table 3 evaluates rating prediction error of our

AMF model and four competitors. Note that ”Im-
provement” shows the relative improvements of
AMF over the best competitor. AMF achieves bet-
ter performance than ConvMF, CDL, CTR, PMF.
Specifically, our AMF has strong effectiveness on
sparse dataset that is AIV data.

With MovieLens, the improvements of AMF over
the best competitor, ConvMF, are 2.19% on ML-1m
and 1.61% on ML-10m.

With AIV data, the improvement of AMF over the
best competitor, ConvMF, is 10.3%.

2) Evaluate Results Over Sparseness Datasets.
We set the different sparsenesses by randomly sam-
pling with ML-1m, ML-10m and AIV datasets. Ta-

Figure 3: Parameter analysis of λU and λV on ML-1m
dataset

Figure 4: Parameter analysis of λU and λV on ML-10m
dataset

ble 4 shows AMF still has robust and good per-
formance when compared with the best competitor
(ConvMF). This implies the effectiveness of incor-
porating item genre information in attention mech-
anism. Specifically, we observe that the improve-
ments of AMF over ConvMF are 2.81% on ML-1m
and 2.35% on ML-10m and 14.81% on AIV when
training set is only 20%.

3) Impact of Parametes.
Figure 3, 4, 5 show the impact of λU and λV for

three datasets ML-1m, ML-10m and AIV. We see
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ML-1m ML-10m AIV
model 20% 40% 80% 20% 40% 80% 20% 40% 80%
ConvMF 0.9477 0.8949 0.8578 0.8896 0.8515 0.7995 1.4426 1.3584 1.2090
AMF 0.9196 0.8755 0.8359 0.8661 0.8255 0.7834 1.2945 1.2171 1.1060
Improvement 2.81% 1.94% 2.19% 2.35% 2.6% 1.61% 14.81% 14.13% 10.30%

Table 4: RMSE over sparseness of datasets

Model Using Information ML-1m ML-10m AIV
ConvMF Item reviews 0.8578 0.7995 1.209
Concatenation Item reviews + Item genre with concatenation 0.8513 0.8161 1.1891
AMF Item reviews + Item genre with attention 0.8359 0.7834 1.106

Table 5: Comparing RMSE between AMF, Concatenation and ConvMF

Figure 5: Parameter analysis of λU and λV on AIV
dataset

that when rating data becomes sparse, λU and λV
decrease to produce the best results. In fact, the val-
ues of (λU , λV ) of AMF are (10, 60), (10, 60) and
(1, 60) on ML-1m, ML-10m and AIV, respectively.

4) Impact of Attention
We analyze the effectiveness of attention mecha-

nism to document latent vector which improve rat-
ing prediction accuracy. We compare with another
implementation that is concatenation between item
reviews and item genre information.

In Table 5, our AMF model still has better perfor-
mance than concatenation method. The results also
show that concatenation method has better perfor-
mance than ConvMF on ML-1m and AIV datasets.
Specifically, we observe that the improvements of
AMF over concatenation method are 1.54% on ML-
1m and 3.27% on ML-10m. In the case AIV, it has
strong effectiveness with 8.31% of improvement.

Figure 6: Attended feature of text comments

Figure 6 is our case study, we figure out the out-
put of our model using attention mechanism with
item genre information. The highlight points are the
features attended by item genre information. These
features have strong effectiveness in improving rat-
ing prediction accuracy. Moreover, they also help us
to understand reviews document for items easily.

In Figure 6, we observed as follows.

• When item genre is action, the words weapon,
kill, against are attended.

• When item genre is adventure, the words
weapon, kill, target are attended.

• When item genre is thriller, the words
weapon, kill are attended.
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5 Conclusion

In this paper, we proposed AMF model that com-
bines attention mechanism into PMF to enhance
the rating prediction accuracy. Extensive results
demonstrate that attention mechanism of AMF sig-
nificantly outperforms the other competitors, which
implies that AMF deals with the data sparsity prob-
lem by adding item genre information. Moreover,
our model can figure out attended features for item
reviews document which make us understand which
information is attended from item reviews docu-
ment.
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